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Abstract 

This document represents the data analysis, data fusion and semantic quality deliverable. Its 

main objectives are to describe the methods employed to accomplish the data fusions, 

analysis and semantic quality which are solutions composing the Virtual Individual Model 

(VIM). A controlled vocabulary has been built with actors of the PRECIOUS project. It 

provides a common understanding of the data to all partners (users, developers, experts, 

and health staff), establishes relationships to existing projects and data sources focused on 

e-health, allows the monitoring and maintaining of quality issues of the vocabulary, 

harmonizes data from different sensors and input providers, and the usage of a standardized 

data model for the entire project. Then, a description per domain-knowledge have been 

proposed to detail the semantic data extraction from low level context such as a semantic 

analysis of textual data, a food analysis, a heart rate processing, an ambient sensors 

analysis and a mobile phone sensor data analysis. 
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Executive Summary 

The PRECIOUS system aims to promote healthy lifestyles, based on three main 

components: 1) transparent sensors for monitoring user context parameters and health 

indicators such as food intake, sleep, stress and physical activity 2) the development of a 

virtual individual model (VIM) representing usersô variables and different parameters 

collected (both directly from the user and with sensors) for inferring health risks and desired 

behaviour changes, and 3) application of a motivational service design framework combined 

with gamification principles to trigger, monitor and sustain mid-to-long term behaviour 

change.  

This document presents the data analysis, data fusion and semantic quality deliverable. To 

achieve the VIM, it provides a detailed description of data analysis methods to produce high 

level semantic data representing usersô variables. A controlled vocabulary in form of a 

thesaurus has been built taking into account a common understanding of the data to all 

partners (users, developers, experts, health staff). It allows the monitoring and maintaining of 

quality issues of the vocabulary, harmonizes data from different sensors and input providers, 

and the usage of a standardized data model for the entire project. 

In the section 3, the semantic interoperability using a controlled vocabulary is described. It 

provides a common understanding of the data for users, developers, experts and health 

staff. The controlled vocabulary is publicly available hosted on a server of the University of 

Vienna. 

In the section 4, a semantic analysis of textual data is presented. It analyse the personôs 

textual communication in social media to extract related mood information. The work shows 

that a semantic analysis of textual social media can be used to reduce the total sparsity of 

information and uncertainty of the mood identification process. 

In the section 5, the food intake analysis is proposed with explanations of how the nutrient 

levels for a particular food amount or portion have been produced. 

In the section 6, a detailed description of the heart rate analysis is reported. It is explained 

how the results of heart rate sensor data analysis can be visualized to the user in a form of 

graphs, bars, points and so on. It is related to the user physiological status regarding periods 

of stress, recovery, and physical activity in terms of duration and intensity. 

In the section 7, the processing of raw mobile phone sensor data for physical activity 

monitoring and characterisation is described with a focus on the use of 3-axis accelerometer 

sensors integrated in smartphones. 

In the section 8, ambient sensor data analysis are reported. In details, it is described how 

indoor environment quality variables, related to European norms or guidelines, have been 

combined and produced to achieve a high level of semantic. High level information, e.g. 

thermal comfort, could have an impact on the following risk factors: stress and sleep.  
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1. Background and objectives 

1.1. Background 

 

The PRECIOUS project targets to develop a preventive care system to promote healthy 

lifestyles with specific focus on the following risk factors: environmental, socio-psychological 

and physiological. Which one are linked to the Type 2 Diabetes and Cardiovascular 

diseases.  

Therefore, the PRECIOUS project aims to provide new healthcare solutions composed by: 

ǒ a transparent sensors/actuators layer allowing to gather seamlessly the user context 

(health & ambient data) to identify risk factors; 

ǒ a virtual individual model (VIM) representing usersô variables; 

ǒ mobile applications from a motivational service based on gamification theories and 

motivational strategies to maintain behavioural change  

1.2. Objectives 

 

Previous research and previous deliverables within PRECIOUS indicate that lots of different 

information is necessary to derive divers health-related information about the user. Within 

this project a VIM (cf. section 2 deliverable 4.4 or more detailed in deliverable 3.21) was 

created to define the attributes and their semantics representing a user in PRECIOUS. 

Semantics is derived from the Greek word sǛmantik·s, is also translated as ósignificantô and 

is the study of meaning. In context of computer science Semantics is the assignment of 

human-understandable meaning to values computed (cf. Figure 1).  

 

 
Figure 1: How to get semantic information from raw sensor data 

                                                
1 http://www.thepreciousproject.eu/wp-content/uploads/2013/12/D3-2-
BehavioralRepresentationandVIM-FinalVersion-docx.pdf 
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Lots of data from different sensor is collected within PRECIOUS, which can be assigned to 

the attributes of the Virtual Individual Model. To map the raw sensor data to the attributes 

used in the VIM it is necessary to process and label the data in a semantic qualitative way. 

Because users need a meaningful interpretation of the data to understand the feedback of 

the PRECIOUS system. 

 

Hereinafter examples are presented how the raw data from sensors is processed to obtain 

semantic information, which has a meaning for the users. 

 

An example for semantic data analysis in PRECIOUS is the processing of social media 

messages to return information about the userôs mood. In this case the sensor data is textual 

and the values obtained after the first processing of the raw data are linguistic and textual 

features of social media messages. In a second step these features are used to assign 

semantic information referring to the writerôs mood to social media messages (cf. section 4). 

 

Another example is raw accelerometer data that contains three decimal numbers describing 

the acceleration in either x-, y- or z-dimension and a time value. For non-expert users these 

values donôt have a meaning per se, but experts can do further processing of this data to 

return semantic information to the user. This semantic information could be for example, that 

the user is not moving, walking or running at a particular time (cf. section 7).   

But some information the user might need is not only dependent on the data of one sensor 

but on multiple. A further semantic layer is necessary to process the sensor data and give 

meaningful information to the users. An example can be found in section 8 where Thermal 

Comfort is depended from thermometer sensor data as well as from hygrometer data. The 

first layer of semantic interpretation is the knowledge that a thermometer returns the 

temperature in °C and the hygrometer returns the humidity of the air in %. The second 

semantic layer is the interpretation of the combination of these two values to get the 

semantic information about Thermal Comfort (cf. section 8). 

 

During a PRECIOUS vocabulary collection phase, the PRECIOUS partners described (see 

D4.1 section 9.2) the raw data related to their domain-knowledge. It allows to have a 

common definition and collection of concept related to raw data gathered link to the user 

context @Home, @Work, @Mobility. 

 

The present deliverable has for objectives to describe the methods employed to accomplish 

the data fusions, analysis and semantic quality which are solutions composing the VIM. The 

document is organized in several main sections related to each domain-knowledge experts: 

semantic analysis of textual data, food analysis, heart rate processing, ambient sensors 

analysis, mobile phone sensor data analysis. 
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2. Overview of the Virtual Individual Model (VIM)  

 

The high-level diagram of the PRECIOUS system is depicted Figure 2. The heart of the 

system is the VIM component whose variables are stored in the backend database of the 

PRECIOUS cloud server. It collects and processes data from different sensors: ambient 

(temperature, humidity, etc.), Firstbeat heart rate variability (HRV) sensor, wearable devices 

(smart watch), mobile applications, etc.  

 

 
Figure 2: High-level diagram of PRECIOUS system implementation 

 

The VIM variables are precisely described in the deliverable D3.2 - Final report on 

behavioral representation and virtual individual modelling. The present document will 

describe the data analysis methods to obtain those variables. 
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3. Semantic Interoperability Using Controlled Vocabulary 

3.1. Background of Controlled Vocabularies 

 

People can't share knowledge if they don't speak a common language 

(Davenport et al. 1998). 

 

It is important to share the same meaning and interpretation of words, to enable the creation 

of a system, build upon it. The extension of the Web with semantics also allows applications 

to share knowledge and requires therefore a common language. Controlled vocabularies are 

one way to help people and applications finding a common language. Controlled 

vocabularies are ña standardized, restricted set of defined terms designed to reduce 

ambiguity in describing a conceptò [9]. 

In the context of PRECIOUS it is very important to talk about the same values especially in 

the field of sensors. For example, one sensor expert might refer to the heart rate, as a value 

having a number of beats per minute, calculated from the power flow of electrodes, while 

another expert says that the heart rate is calculated from various pulse sensors. Both input 

variables measure the identical source of data, since the pulse is also a result of the heart 

rate. Will the developers, medical staff or the users understand the difference? Without 

explicitly defined standard terms, the creation of a single data model and development of a 

virtual individual model are difficult since the system engineers require the knowledge of all 

domains. 

 

 

Figure 3- Overview of partner collaboration, dependencies and domain knowledge hosts 
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The ANSI/NISO Z39.10 standard describes the use of controlled vocabulary as the 

improvement of ñthe effectiveness of information storage and retrieval systemséò [20]. The 

PRECIOUS project consists of seven participating partners and therefore is absolutely 

suitable for use controlled vocabularies. The coordination and semantic distinction of the 

terminology could happen at many points of contact in the PRECIOUS project. Figure 3 

gives an impression about overlapping work areas of all project contributors. 

The need for a controlled vocabulary is not only to help individual experts of the various 

domains of the project to find a common understanding of their subject-specific terms. In 

order to develop data analysis, data fusion and data processing algorithms and rules based 

on basic input data and basic sensor data, a conceptual semantic understanding of the data 

input sources and a common understanding and interpretation of the data is indispensable. 

Since the domain knowledge is divided among all partners located at different physical 

places a special development process for the creation and the maintenance of the 

vocabulary (see section 3.2) was needed. 

 

Figure 4 - Semantic Layer of PRECIOUS 

In order to get a clear understanding we want to distinguish controlled vocabularies, 

taxonomies and ontologies at this point. A controlled vocabulary is a consistent list of terms. 

It has no structure, no relationships, but synonyms, allows indexing and allows the 

avoidance of homographs. A taxonomy is a special type of a controlled vocabulary. 

Taxonomies are hierarchically and enable terms to have relations such as broader, narrower 

and related. Thesauri are another special type of a controlled vocabularies. A thesaurus 

does not only have hierarchical structures. All terms in a thesaurus have relationships to 

other terms and allows further the description of the terms in much more detail. Besides 

hierarchical terms, associatives, equivalents, scope notes, explanations and examples can 

be annotated with concepts. For PRECIOUS we decided to use a controlled vocabulary in 

form of a thesaurus, to allow the integration and mapping of the most real world parameters 

and explanations into the vocabulary. 
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ñA controlled vocabulary is a way to insert an interpretive layer of semantics between the 

term entered by the user and the underlying database to better represent the original 

intention of the terms of the userò (Leise 2002) Figure 4 shows one of the top layer views of 

the controlled vocabulary in the PRECIOUS project. The overlay of the semantic layer above 

all partly proprietary input data models (DM) from sensors, allows a common global 

understanding independently of the type, producer and language of the input data from the 

sensors. 

 

 

 

Figure 5 - Global picture of Controlled Vocabulary in context of PRECIOUS 

 

The controlled vocabulary has connections to many actors of the PRECIOUS project. Figure 

5 gives an overview of the controlled vocabulary in the PRECIOUS system. The basic 

interaction blocks of the controlled vocabulary are located in the middle of the Figure 5. 

Standardized communication: Talking about the same things, especially when it comes to 

interaction between different experts of various domains is a key issue in projects of this size 

of diversified domains. 
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Across all disciplines: The use of state of the art technologies, not only provides smooth 

exchange of semantic information between partners but also a standardized exchange of 

data from and to stakeholders and external organizations. 

Common and shared understanding: The biggest outcome of the use of the controlled 

vocabulary is the achievement of a common global understanding of all used terms, 

concepts and technical vocabulary. 

Increased operability: An increasing number of organizations publish their datasets as 

Linked Data and recognize benefits of increased interoperability between data sources and 

discovery of additional data [10]. The publication of the PRECIOUS controlled vocabulary 

allows similar experiences. 

Furthermore four main actors who directly profit are highlighted: System engineers need a 

global picture of all needed variables and concepts that are used for the development of the 

database. In addition the relation between concepts need to be known by the data model 

designer in order to develop a data model adjusted to the requirements. Thus system 

engineers can build the VIM (see Deliverable 3.1, 3.2) based on information knowledge of 

the controlled vocabulary. It also enables internal and external app developers to build their 

applications based on that knowledge. Under the item Partners both internal project partners 

and external associated persons like medical staff and health co-producers are summarized. 

Users of the controlled vocabulary can on the one hand be active contributors to the 

vocabulary via online communities and on the other hand gain insights in the domain specific 

knowledge. The medical staff tends to use a very specific kind of language that is hardly 

understandable for patients: In-App help, glossary and report explanations interlinked with 

the controlled vocabulary can help the user gain insights in domain specific terms. 

The development of the Motivational Model (see Deliverable 3.4) can be supported by the 

understanding of the reasons why a user need to change his behaviour, and allows a long-

term motivation for the whole program. Rules Definition is situated between Motivational 

Model and System Engineering where such motivational rules must be computed and 

developed. 

To summarize the whole picture, the PRECIOUS vocabulary provides a common 

understanding of the data to all partners (users, developers, experts, health staff), establish 

relationships to existing projects and data sources focused on e-health, allows the 

monitoring and maintaining of quality issues of the vocabulary, harmonize data from different 

sensors and input providers, and the usage of a standardized data model for the entire 

project. 

3.2. Development of the controlled vocabulary 

 

The development of the controlled vocabulary required a preciously overview of all possible 

data, domain terms and output over all domains in advance. There exist different controlled 

vocabulary life cycle models e.g. waterfall model, evolving model, evolutionary prototyping 

model, rapid prototyping, spiral model and many more [22]. Due to the the facts, that (1) 
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PRECIOUS consists of a large group of developers and partners having different roles and 

profiles, (2) PRECIOUS involve several different domains that were not fully transparent to 

all partners, (3) at the beginning it was not clear if the requirements are completely covered 

or may change during the development of the vocabulary, we decided to develop the 

vocabulary based on the Iterative-Incremental Ontology Network Life Cycle Model. This 

development model is organized in a set of iterations handled by short mini-projects with a 

fixed duration. Figure 5 shows the basic activity points of the Iterative-Incremental Ontology 

Network Life Cycle Model. 

 

Figure 6 - Iterative-Incremental Ontology Network Life Cycle Model (Suarez-Figueroa 2012) 

The controlled vocabulary life cycle described above defines the specific sequence of 

activities that the contributors of the controlled vocabulary need to carry out. Overall a global 

development model is needed, to coordinate the creation process of the vocabulary. 

Therefore we worked out the controlled vocabulary development cycle (CVDC). Figure 6 

illustrates the creation and usage flow of the CVDC. Due to the number of partners and 

disciplines a collaborative approach for the model was indispensable. 

The first step of the CVDC, illustrated at the top of the figure, shows the contribution of 

concepts of the experts of all domains. Each partner attend here at least one iteration of the 

Iterative-Incremental Ontology Network Life Cycle. The contribution time slots of all partners 

were set up in a row, with small breaks to conclude implementation and maintenance after 

each partner's contribution. In the next step of the cycle the controlled vocabulary is 

moderated. Various aspects of quality of the vocabulary (label issues, structural issues and 

linking issues) are analysed and fixed (see chapter 3.3). The validation by the domain 

experts is the final step of the CVDC before new concepts can be disseminated and 

conflated in the controlled vocabulary. Final proofs after moderation are an essential step to 

prove that the moderation work did not mix up any concept and maintain a good quality of 

the vocabulary. 
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The second flow, to the Usage in the middle of the CVDC is called Usage flow. The process 

to open closed data silos to the public, making data accessible for all, is a global process 

and can also be seen through the upcomming of multiple open government data portals and 

applications. Furthermore many data provider are going the step from the Web of 

Documents to a Web of Data, whereas all data are semantically distinguishable and 

identified resources holding various representations addressable via URIs. This allows 

interconnection and cross-linking with other related projects and vocabularies. As already 

described above, users are also main recipients of the controlled vocabulary. Users (e.g. 

Patient Data Requester, Web communities, App Developer) can not only use the vocabulary 

(Usage flow). Since the vocabulary is open and accessible to all users, they can also 

contribute to the vocabulary. 

 

Figure 7 - Controlled Vocabulary Development Cycle (CVDC) 

 

3.3. Quality of Controlled Vocabulary 

 

Numerous studies has been conducted about data quality assessment in information 

systems. [8] and [12] defined a number of quality dimensions such as accuracy, 

completeness and consistency. [23] characterize the quality of data onto a high degree need 

to be measured in the context of the user. The impact of the data quality for the use of the 

data, for the user is therefore one big indicator for data quality. As discussed above, various 

projects nowadays migrate their data from proprietary organization formats to Linked Data 

which enables integration and interoperability with other online resources [15]. For the 

publication of Linked Data best practices and a list of common shortcomings and mistakes 

have been identified [10, 13]. But this findings did not provide clarification in the question of 

quality of controlled vocabularies. Although many standards (ANSI/NISO Z39.19-2005, 

ISO/DIS 25964-1), tutorials [21] and guidelines [7] exist and this work also going into 

question of data quality assurance, their definition like ñinclusion of all needed factsò does 

not allow automatic testing of data quality for controlled vocabularies. PoolParty validator 
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and SKOSify are to tools that mainly focus on conformance with SKOS ontologies and only 

define few application-specific quality constraints. Our contribution was therefore to focus on 

narrowing this gap and provide a framework for semi-automatic quality assessment of 

controlled vocabularies [16]. 

In the first step we used a catalog of quality issues for controlled vocabularies that divide 

them into four main categories and 29 single quality issues (Mader 2015): 

ǒ Labeling and Documentation Issues 

ƺ Omitted or Invalid Language Tags 

ƺ Incomplete Language Coverage 

ƺ No Common Language 

ƺ Undocumented Concepts 

ƺ Overlapping Labels 

ƺ Missing Labels 

ƺ Unprintable Characters in Labels 

ƺ Empty Labels 

ƺ Ambiguous Notation References 

ǒ Structural Issues 

ƺ Orphan Concepts 

ƺ Disconnected Concept Clusters 

ƺ Cyclic Hierarchical Relations 

ƺ Valueless Associative Relations 

ƺ Solely Transitively Related Concepts 

ƺ Unidirectionally Related Concepts 

ƺ Omitted Top Concepts 

ƺ Top Concepts Having Broader Concepts 

ƺ Hierarchical Redundancy 

ƺ Reflexive Relations 

ǒ Linked Data Specific Issues 

ƺ Missing In-Links 

ƺ Missing Out-Links 

ƺ Broken Links 

ƺ Undefined SKOS Resources 

ƺ HTTP URI Scheme Violation 

ǒ SKOS Semi-Formal Consistency Issues 

ƺ Relation Clashes 

ƺ Mapping Clashes 

ƺ Inconsistent Preferred Labels 

ƺ Disjoint Labels Violation 
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ƺ Mapping Relations Misuse 

The experience with controlled vocabularies gained in other projects (e.g. MEKETRE, From 

Object To Icon...) allowed us the implementation of qSKOS, a tool for finding quality issues 

in SKOS vocabularies. qSKOS allows semi-automatic quality testing of the controlled 

vocabularies. It can be run locally, remotely or as part of the Poolparty Thesaurus Manager. 

We did several runs of qSKOS to continually review the quality of the vocabulary. A 

summary overview of current quality issues of the vocabulary can be found in list 1. It is 

possible to repeat the qSKOS check via the online tool hosted at Poolparty. A detailed 

description of all detected quality issues can be found at the Wiki page of qSKOS. 

List 1 - Summary of Quality Issue Occurrences of the controlled vocabulary 

ǒ Empty Labels: OK (no potential problems found) 

ǒ Omitted or Invalid Language Tags: OK (no potential problems found) 

ǒ Incomplete Language Coverage: FAIL (292) 

ǒ Undocumented Concepts: FAIL (22) 

ǒ No Common Languages: OK (no potential problems found) 

ǒ Missing Labels: FAIL (2) 

ǒ Overlapping Labels: OK (no potential problems found) 

ǒ Orphan Concepts: FAIL (8) 

ǒ Disconnected Concept Clusters: FAIL (2) 

ǒ Cyclic Hierarchical Relations: OK (no potential problems found) 

ǒ Valueless Associative Relations: FAIL (8) 

ǒ Solely Transitively Related Concepts: OK (no potential problems found) 

ǒ Omitted Top Concepts: OK (no potential problems found) 

ǒ Top Concepts Having Broader Concepts: OK (no potential problems found) 

ǒ Hierarchical Redundancy: OK (no potential problems found) 

ǒ Mapping Relations Misuse: OK (no potential problems found) 

ǒ Reflexively Related Concepts: FAIL (1) 

ǒ Ambiguous Notation References: OK (no potential problems found) 

ǒ Unprintable Characters in Labels: OK (no potential problems found) 

ǒ Missing Out-Links: FAIL (177) 

ǒ Undefined SKOS Resources: OK (no potential problems found) 

ǒ Unidirectionally Related Concepts: FAIL (4) 

ǒ HTTP URI Scheme Violation: OK (no potential problems found) 

ǒ Relation Clashes: FAIL (3) 

ǒ Mapping Clashes: OK (no potential problems found) 

ǒ Inconsistent Preferred Labels: OK (no potential problems found) 
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ǒ Disjoint Labels Violation: OK (no potential problems found)

 

Table 1 - Comparison of PRECIOUS vocabulary with other small sized Web vocabularies in 

detail of Labeling and Documentation (Mader 2015) 

We compared the PRECIOUS controlled vocabulary in all four main categories with other 

smaller public web vocabularies. Table 1 gives an example of the results in the qSKOS 

category Labeling and Documentation issues. To get a picture of all, we summed up the 

issues of all four categories over all vocabularies and compared them against one another. 

In comparison with the other web vocabularies, although most vocabularies are many times 

bigger, the PRECIOUS vocabulary with a total issue score of 815 scores comparatively well 

(see Table 2). 

 

Table 2 - Summary of PRECIOUS vocabulary with other small sized Web vocabularies 

 








































































